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Figure 1. Unmasked is an expressive lip tracking interface for clear communication while wearing a mask. In the user study, a user expresses a) sadness 
while wearing a regular mask, b) surprise while wearing Unmasked with accelerometers, c) happiness while wearing Unmasked with LED tracking, 
and d) disgust while wearing Unmasked with streaming video. 

ABSTRACT  
Due to the COVID-19 pandemic, wearing a mask to cover 
one’s mouth is recommended in public spaces to prevent the 
spread of the virus. Wearing masks hinders our ability to ex-
press ourselves, as it is hard to read facial expressions much 
less lips behind a mask. We present Unmasked, an expres-
sive interface using lip tracking to enhance communication 
while wearing a mask. Unmasked uses three different meth-
ods – either accelerometers, LEDs with a camera tracking, or 
streaming video – to make speaking while wearing a mask 
more expressive. Unmasked aims to improve communica-
tion during conversations while wearing a mask. This device 
will help people express themselves while wearing a mask by 
tracking their mouth movements and displaying their facial 
expressions on an LCD mounted on the front of the mask. By 
enhancing communication while wearing a mask, this proto-
type makes social distancing less disruptive and more bearable, 
metaphorically closing some of the distance between us. 
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INTRODUCTION  
Face masks have become ubiquitous around the world with 
the COVID-19 pandemic. While wearing a mask is a critical 
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measure for preventing the spread of viruses like COVID-19, 
covering the bottom two-thirds of the face profoundly impacts 
our ability to communicate. Wearing a mask significantly re-
duces the transmission of verbal and non-verbal information, 
lowering the quality of communication. For verbal commu-
nication, masks attenuate the high frequencies and lower the 
decibel (db) level [7]. For non-verbal communication, masks 
hide the mouth, the primary channel for non-verbal communi-
cation. Since the expression of many emotions relies heavily 
on subtle mouth movements [14], masks hinder our ability 
to understand each other’s expressions and emotions. The 
aim of this project, Unmasked, is to enable clear communi-
cation while wearing a mask. Unmasked uses lip tracking 
sensors, either accelerometers, LEDs, or video, as input. It is 
implemented in JavaScript so that it can easily be deployed 
on web platforms in the future. The design team conducted a 
counterbalanced user study comparing the three versions of 
Unmasked with a regular face mask. 

RELATED  WORK  
Research on the human body as a user interface has been fo-
cused on voluntarily movable body parts such as eyes, fingers, 
and arms and on the body as a whole [1, 2, 3, 8, 9, 10, 11, 12, 
13, 15]. With the prevalence of masks during the COVID-19 
pandemic there is an urgent need to rethink the mouth as an 
interface as our ability to communicate is seriously impacted. 
Recent research on the lips as an interface includes methods 
based on video and audio. Machine learning has been used to 
read lips in video footage for automatic captioning [4]. Masks, 
however, hide the lips in video footage. A DIY voice activated 
mask with a builtin microphone has been developed that ren-
ders moving lips on a flexible LED array based on decibel 
level [6]. This interactive mask can abstractly represent lips 
opening, closing, or smiling. Audio, however, is not enough 
information to reconstruct lips’ full range of motion. Research 
is needed to track lips that are occluded by obstacles such as 
masks. 
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Figure 2. Study results for accuracy (number of the correct answers), precision (rate of the correct answers), and preference. 

Figure 3. Accelerometers inside and the LCD outside of the mask. 

IMPLEMENTATION  
There are three versions of Unmasked using different methods 
to sense and display the lips. The first version has accelerom-
eters attached to the top, side, and bottom of the lips that 
track the position of the lips (Fig. 3). The accelerometers are 
attached using surgical transparent tape for adhesion and insu-
lation. The sensors need to be calibrated based on their initial 
position. Since accelerometers are compact analog sensors 
that can measure the acceleration of key points on the lips, 
they do not require much space. The second version uses a 
small camera mounted inside the mask to track LEDs that are 
attached to the top, side, and bottom of the lips. The camera 
needs to be mounted far enough from the mouth to capture 
the full range of motion of the lips. In the first and second 
versions, the coordinates of the sensors are interpolated in 
P5.js on an Arduino microcontroller as curves to represent 
the lips. The animated lips are rendered in real time on a 3.5” 
LCD. The third version uses a small camera mounted inside 
the mask to stream video directly to the LCD mounted on the 
front of the mask. 

EVALUATION  
We conducted a user study comparing the three versions of 
Unmasked against a regular mask as a control. Eighteen vol-
unteers (6 f., mean: 21.8y) were recruited for the user study 
and separated into two groups (n=10, n=8). For each case, a 
performer read Lorem ipsum placeholder text, while express-
ing a sequence of six basic emotions – anger, disgust, fear, 
happiness, sadness, and surprise [5] – for 15 seconds each 
in random order. Participants were given a multiple choice 
questionnaire and asked to select which emotion was being 
expressed. They also ranked each case in terms of clarity, 
playfulness, expression, disturbance, and overall preference 
on a scale from 1 to 7 (from lowest to highest). 

Unmasked was developed to enable users to share their emo-
tions while wearing a mask. In the user study a plain mask 

was used as a baseline to test for significance. Since partici-
pants could choose more than one emotion per question, the 
results were measured both for accuracy and precision. Thus, 
the closer a measure of precision is to its accuracy, the less 
confusion there was for the participant on average. While 
participants were able to accurately identify the emotion por-
trayed an average of 74.38% (SD=2.71) of the time when only 
a mask was worn, their precision was lower with only a 60.75% 
(SD=2.11) rate of correctness. Unmasked with accelerometers 
averaged 80.21% for accuracy and 72.29% for precision. Un-
masked with LEDs averaged 82.08% for accuracy and 75.28% 
for precision. Unmasked with a camera averaged 86.46% for 
accuracy and 78.25% for precision. All versions of Unmasked 
showed a significant increase in accuracy as well as precision 
in comparison to a regular mask. All values can be considered 
significant with a p-value of < 0.016. In terms of overall pref-
erence, masks were rated 3.5 out of 7 (SD=0.49), Unmasked 
with accelerometers was rated 5.2, Unmasked with LEDs was 
rated 4.6, and Unmasked with a camera was rated highest 
at 5.9. Unmasked with accelerometers, LEDs, and a camera 
were all rated higher than the plain mask in terms of clarity, 
playfulness, expression, and disturbance. 

CONCLUSION  
While we hypothesized that Unmasked with streaming video 
would be considered uncanny this design was rated the highest. 
There is an artistic quality to this disembodiment. Unmasked 
reassembles and contextualizes the body like some works of 
contemporary video art by artists like Nam June Paik or Tony 
Oursler. Unmasked with sensors may be a better choice for 
speakers who feel uncomfortable with their face on display 
and would rather be portrayed with a graphical abstraction 
of their expression. We plan to develop a new version of 
Unmasked for use in classrooms and conduct a larger user 
study. Our goal is to design a more portable, precise system 
with more sensors and more sophisticated graphics that can be 
streamed to external displays, shared via the web, or act as an 
Internet of Things (IoT) interface. 
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